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Artificial intelligence (AI) is now receiving unprecedented global atten-
tion as it finds widespread practical application in multiple spheres of 
activity. But what are the human rights, social justice and development 
implications of AI when used in areas such as health, education and 
social services, or in building “smart cities”? How does algorithmic 
decision making impact on marginalised people and the poor? 

This edition of Global Information Society Watch (GISWatch) provides 
a perspective from the global South on the application of AI to our 
everyday lives. It includes 40 country reports from countries as diverse 
as Benin, Argentina, India, Russia and Ukraine, as well as three regional 
reports. These are framed by eight thematic reports dealing with topics 
such as data governance, food sovereignty, AI in the workplace, and 
so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that 
were not easily possible before, this edition of GISWatch highlights the 
real threats that we need to pay attention to if we are going to build 
an AI-embedded future that enables human dignity. 
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KOREA, REPUBLIC OF
DATA PROTECTION IN THE AGE OF BIG DATA IN THE REPUBLIC OF KOREA 

Korean Progressive Network Jinbonet
Miru 
https://www.jinbo.net

 
 

Introduction 
The Korean government is currently focusing on de-
veloping emerging technologies, such as artificial 
intelligence (AI), the “internet of things” (IoT) and 
“big data”, as part of the so-called Fourth Industrial 
Revolution. These technologies are interconnected 
in that deep-learning technology needs big data to 
train AI, and a vast amount of data, including per-
sonal data, is produced through IoT devices. With 
the development of these technologies, privacy and 
data protection issues have also been raised. Al-
though the Korean government has recognised data 
protection as a critical policy issue, the government 
has continued to implement policies focused on the 
utilisation rather than protection of personal data.

Policy background and brief history 
Personal data protection laws in Korea
Before establishing the Personal Information Pro-
tection Act (PIPA)1 in 2011, there were several acts 
for regulating personal data in different sectors. The 
PIPA was enacted to protect personal data covering 
all areas of society, but even after passing the PIPA, 
existing acts still remain, such as the Act on Infor-
mation and Communication Network Utilization 
(Network Act) and the Credit Information Use and 
Protection Act (Credit Act). Accordingly, there are 
several supervisory bodies that govern each act, 
such as the Ministry of the Interior and Safety (MOIS) 
which governs the PIPA, the Korea Communications 
Commission (KCC) which governs the Network Act, 
and the Financial Service Commission (FSC) which 
governs the Credit Act, as well as the Personal Infor-
mation Protection Commission (PIPC) established 
according to the PIPA. The diffusion of supervisory 
bodies and acts causes confusion for data subjects 
and controllers and hinders the establishment of 
a unified data protection policy. In addition, these 

1 www.law.go.kr/lsInfoP.do?lsiSeq=142563&chr-
ClsCd=010203&urlMode=engLsInfoR&viewCls=engLsInfoR#0000 

bodies are government ministries, so they have no 
independence from the government, and the PIPC 
does not have enforcement powers.2

Guidelines for De-identification  
of Personal Data3

There has been constant debate in recent years 
over whether and under what conditions personal 
data could be processed further beyond the origi-
nal purpose. Industry keeps requesting permission 
for utilising personal data for big data analysis and 
development of AI. As an answer to this, the pre-
vious government announced the “Guidelines for 
De-identification of Personal Data”4 in June 2016. 
According to the guidelines, the de-identification 
of personal data refers to a “procedure to remove 
or replace all or part of an individual’s identifiable 
elements from the data set to prevent the individual 
from being recognized.”5 Because de-identified per-
sonal data is no longer considered personal data, it 
can be processed without the consent of data sub-
jects for purposes other than the original purpose, 
such as big data analysis, and even provided to third 
parties. In addition, the guidelines allow companies 
to combine customers’ de-identified personal data 
with that of other companies through designated 
authorities. However, the guidelines were criticised 
for having no legal basis, because there was no con-
cept of “de-identification” in the PIPA. Moreover, 
de-identified data is at risk of being re-identified, 
and as government was aware of these risks, it pro-
hibited disclosing de-identified data to the public. 

Since the publication of the guidelines, 20 
companies have de-identified customer data and 
combined the data sets with those of other compa-
nies through designated agencies, which amounted 
to 340 million entries as of August 2017. In oppo-
sition to the guidelines, civil society organisations, 
including the Korean Progressive Network Jinbonet, 
have laid criminal charges with the prosecutor 

2 https://act.jinbo.net/wp/38733 
3 https://www.kisa.or.kr/public/laws/laws2_View.jsp?cPage=1&-

mode=view&p_No=282&b_No=282&d_No=3&ST=T&SV=
4 https://www.privacy.go.kr/cmm/fms/FileDown.

do?atchFileId=FILE_000000000827254&fileSn=0 
5 Ibid. 
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against the relevant companies and designated 
agencies for violating the PIPA.6 

Policy hackathon on the use and protection of 
personal data in the age of big data 
In 2018, the current government held a “policy 
hackathon” – or a multistakeholder discussion fo-
rum7 – on the use and protection of personal data 
in the age of big data in order to solve this issue 
through the amendment of the PIPA. The policy 
hackathon was attended by stakeholders from in-
dustry, civil society, academia and the government. 
They gathered to reach a social consensus on major 
issues related to the Fourth Industrial Revolution. 
Through two hackathon meetings, broad agree-
ments were reached. The participants agreed to 
use the concepts of personal data, pseudonymised 
data and anonymised data, borrowed from the 
European Union’s General Data Protection Regula-
tion (GDPR), instead of the ambiguous concept of 
de-identification. In this context, pseudonymised 
data refers to the data processed to make it diffi-
cult to directly identify a natural person without 
combining it with other information. However, it is 
still personal data because it can be re-identified 
when combined with other information. On the 
other hand, anonymised data, such as statistical 
results, is data processed so that a specific individ-
ual can no longer be identified. 

Since the hackathon was a place for discus-
sion and interaction, but was not a place to decide  
policies , there was still a task for government 
ministries to formulate policies reflecting the 
hackathon’s agreements and to revise relevant 
laws in the National Assembly.8 

Three big data laws
In November 2018, the so-called “three big data 
laws”,9 including the amendments to the PIPA, were 
proposed in the National Assembly to ease regu-
lation on personal data protection for the purpose 
of revitalising the big data industry. The three big 
data laws, however, promote the sale and sharing 

6 https://act.jinbo.net/wp/33555
7 The policy hackathon was hosted by the Presidential Committee on the 

Fourth Industrial Revolution and aims to reach an agreement through 
full-day discussions among stakeholders on critical social issues.

8 Chamsesang. (2018). A Survey on Data Protection and Human Rights 
in the Age of the Fourth Industrial Revolution. National Human Rights 
Commission of the Republic of Korea. https://www.humanrights.go.kr/
site/program/board/basicboard/view?menuid=001003001004&page-
size=10&boardtypeid=16&boardid=7603678 

9 The “three big data laws” mean the PIPA amendments, Credit Act 
and Network Act. Credit Act: https://elaw.klri.re.kr/kor_service/
lawView.do?hseq=46276&lang=ENG; Network Act: https://elaw.
klri.re.kr/kor_service/lawView.do?hseq=25446&lang=ENG

of personal data instead of protecting it. In addition, 
the PIPA amendments undermine the rights of data 
subjects and reduce the data processor’s obligation 
to protect personal data. As a result, civil society is 
against the three big data laws and is again calling 
for legislation to protect personal data. You can 
read more detail on this in the section on “Issues 
around the amendment of the PIPA” below. 

Two cases on the use of de-identified  
data for big data analysis 
From 2011 to 2014, The Korea Pharmaceutical Infor-
mation Center (KPIC) sold the details of 4.7 billion 
prescriptions for medication to IMS Health Korea10 
for KRW 1.6 billion (USD 138,368).11 KPIC provid-
ed the software used for health insurance claims, 
PM2000, to drugstores. By using PM2000, KPIC 
collected and sold the information of patients’ dis-
eases and medication claims without permission.12 
No one who received prescription drugs at a drug-
store during the period was aware of this. 

In 2015, a joint government investigation team 
on personal data crimes charged IMS Health Ko-
rea for violating the personal data of patients. 
However, the company is claiming innocence. It 
insists that because the resident registration num-
bers (RRNs), which can identify specific patients 
for each prescription, were de-identified through 
encryption, this data was not personal data.13 How-
ever, researchers from Harvard University, Latanya 
Sweeney and Ji Su Yoo, published a paper proving 
that the encryption method used in the case could 
be easily decrypted, meaning that individuals could 
be re-identified.14 

In 2015, the Health Insurance Review and As-
sessment Service (HIRA), which is run by the state, 
sold the medical data of 1.1 million hospitalised 
patients to KB Life Insurance for “insurance prod-
uct research”. Even prior to this, the HIRA had sold 
the data of elderly patients to Samsung Life for the 
purpose of “research” to calculate insurance premi-
ums and develop new insurance products in 2011. 
Although medical data is considered sensitive data, 
the HIRA never acquired consent from the patients 
for using the data. It insisted that the data sets it 

10 IMS Health is an international company for data analysis of health 
care data. The company’s name was recently changed to IQVIA. 
IMS Health Korea is the Korean branch of the company. https://
www.iqvia.com/about-us

11 www.monews.co.kr/news/articleView.html?idxno=85001
12 www.hani.co.kr/arti/economy/it/752750.html
13 https://act.jinbo.net/wp/39218 
14 Sweeney, L, & Yoo, J. S. (2015, 29 September). De-anonymizing 

South Korean Resident Registration Numbers Shared in Prescription 
Data. Technology Science. https://techscience.org/a/2015092901
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sold were not personal data because the HIRA 
de-identified them by encrypting or deleting the 
RRNs and patient names.15 

Issues around the amendment of the PIPA
The range of use of pseudonymised data 
Although hackathon participants agreed to use the 
concepts of personal data, pseudonymised data and 
anonymised data instead of the ambiguous concept 
of de-identification contained in the guidelines, they 
failed to reach an agreement on the scope of the use 
of pseudonymised data.16 Nevertheless, the amend-
ment allows the use and provision of pseudonymised 
data for “statistics, scientific research and archiving 
purposes in the public interest” without consent 
from data subjects (Article 28-2). Here, scientific re-
search includes commercial research. In addition, as 
with the guidelines for the de-identification of per-
sonal data, the amendment allows the combining of 
data sets from data controllers through designated 
specialised agencies (Article 28-3). 

The Korean government insists that the amend-
ment of the PIPA makes it the equivalent of the GDPR, 
which also allows further processing of personal 
data beyond the original purpose of collection under 
certain conditions for scientific research purposes. 
However, the amendment allows extensive use of 
personal data in comparison to the GDPR, while safe-
ty measures to protect personal data are meagre. 

Firstly, the amendment defines scientific re-
search as “research applying scientific methods 
such as technological development and demonstra-
tion, fundamental research, applied research and 
private investment research.” Although it borrowed 
a few phrases from the GDPR,17 scientific research 
in the amendment is actually much more widely 
defined than in the EU. The definition is also some-
what tautological: Is there scientific research that 
does not apply scientific methods? According to 
the definition in the amendment, a data controller 
simply has to claim it is for “scientific research” for 
pseudonymised personal data to be used and even 
provided to third parties regardless of the nature of 
the research. 

According to the “reason for proposal” of the 
amendment, scientific research can include research 
for “[i]ndustrial purposes, such as the development 
of new technologies, products and services.”18  

15 www.ohmynews.com/NWS_Web/View/
at_pg.aspx?CNTN_CD=A0002547315

16 Chamsesang. (2018). Op. cit. 
17 GDPR recital 159. https://gdpr-info.eu/recitals/no-159 
18 law.nanet.go.kr/download/downloadDB.

do?dataCode=bbsBasic&dataSid=23941 

However, civil society insists that the range of 
scientific research should be limited to research 
that can contribute to the expansion of a society’s 
knowledge based on the publication of the research 
results. Why should the rights of data subjects be 
restricted for the private interests of companies? 
Explaining its personal data protection act that re-
flected the GDPR, the data protection authority in 
the United Kingdom, the ICO, said that scientific 
research “does not apply to processing of personal 
data for commercial research purposes such as mar-
ket research or customer satisfaction surveys.”19

Secondly, the GDPR requires that anonymised, 
not pseudnonymised data be provided when re-
search can be carried out with anonymous data, but 
the government amendment has no such provision 
to minimise the use of personal data as much as 
possible.

Finally, the amendment excessively restricts 
the rights of data subjects. In the case of the GDPR, 
some rights of data subjects can be derogated only 
when it is not possible to conduct research without 
such derogation, but the government’s amendment 
limits the rights of data subjects comprehensively. 
For example, in principle, personal data should be 
discarded when the purpose of the data collection 
is achieved, but according to the amendments to 
the PIPA, pseudonymised data provided to a third 
party in the name of scientific research can be re-
tained by the recipient indefinitely. 

The lack of an independent personal data 
supervisory authority
A personal data supervisory authority should have 
multiple powers and be independent for effective 
supervision. The European Court of Justice (ECJ) 
has emphasised that a completely independent 
supervisory authority is “‘a guardian’ of rights re-
lated to the processing of personal data and an 
essential component for the protection of personal 
data.”20 Article 52 (Independence) in the GDPR also 
states that a “supervisory authority shall act with 
complete independence in performing its tasks and 
exercising its powers.” 

The PIPC of Korea was established by the enact-
ment of the PIPA in 2011. Korean civil society has 
demanded the establishment of an independent 

19 https://ico.org.uk/for-organisations/guide-to-data-protection/
guide-to-the-general-data-protection-regulation-gdpr/
exemptions/

20 Psygkas, A. (2010, 29 March). ECJ C-518/07 – Commission v. 
Germany: How “independent” should independent agencies be? 
Comparative Administrative Law Blog. https://campuspress.yale.
edu/compadlaw/2010/03/29/cases-ecj-c-51807-commission-v-
germany-how-independent-should-independent-agencies-be
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justify the violation of the rights to informational 
self-determination of data subjects. 

As can be seen in many international reports, 
these new technologies could increase the risk of 
discrimination and surveillance as well as privacy 
violations. Therefore, for the safe development and 
utilisation of new technologies, the PIPA needs to 
be overhauled in response to the era of big data 
and AI. In addition, it is necessary to establish an 
independent and fully empowered personal data 
supervisory authority. 

For the development of new technologies such 
as AI, the data subject needs to trust that his or her 
personal data will be protected. This is an essential 
factor if new technologies are to be successfully 
used in reshaping society. Given the fact that per-
sonal data is transferred across borders, this issue 
is also not just a matter for Korea, but a matter that 
requires global norms and regulations. 

Action steps 
The following action steps are suggested for South 
Korea:

• Launch a campaign to inform the public of the 
problems in the amendment of the PIPA. 

• Convince lawmakers to delete the toxic clause 
that allows reckless commercial use of personal 
data in the proposed amendment of the PIPA. 

• Urge the government and the national assembly 
to update the PIPA to include safeguards, such 
as strengthening the need for a privacy impact 
assessment, regulating profiling and introduc-
ing privacy by design and by default in order to 
protect personal data that is vulnerable in the 
era of big data and AI. 

• Urge the government and the national assem-
bly to ensure that the PIPC can become an 
independent and fully empowered authority to 
protect the rights of data subjects. 

and fully authorised personal data supervisory 
authority since before the enactment of the PIPA. 
However, as mentioned earlier, the Korean super-
visory authority, the PIPC, does not have sufficient 
authority or independence. While it is somewhat 
positive that the amendment unifies the authorities 
of the MOIS and KCC into the PIPC, the independ-
ence of the integrated PIPC is still limited. This is 
because the amendment still allows the prime min-
ister to exercise authority to direct and supervise 
administrative affairs, including the improvement 
of laws related to the protection of personal data, 
and the establishment and execution of policies, 
system and plans. Korean civil society groups are 
demanding that the PIPC should be guaranteed full 
independence from the government by excluding 
the prime minister’s authority to supervise. 

Conclusion 
Civil society fears that if the PIPA amendment is 
passed as it is, different companies would share, 
sell and combine customers’ data indefinitely. As 
noted above, companies have consistently sought to 
combine customers’ data with those of other compa-
nies. For instance, if this amendment were passed, 
telecoms could pseudonymise their customers’ 
data and provide this to other companies such as 
internet service providers and financial companies 
in the name of research. In this case, the telecom is 
unlikely to provide the pseudonymised data free of 
charge, but may require payment or require the oth-
er party’s personal data sets in return. In addition, 
through designated public institutions, telecoms 
and insurance companies would be able to combine 
pseudonymised customer data. In this way, there is 
the risk that pseudonymised customer data could be 
widely shared among numerous companies. 

Korean civil society does not oppose the devel-
opment and utilisation of technologies involving 
big data, IoT and AI. However, their use should not 
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activity. But what are the human rights, social justice and development 
implications of AI when used in areas such as health, education and 
social services, or in building “smart cities”? How does algorithmic 
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This edition of Global Information Society Watch (GISWatch) provides 
a perspective from the global South on the application of AI to our 
everyday lives. It includes 40 country reports from countries as diverse 
as Benin, Argentina, India, Russia and Ukraine, as well as three regional 
reports. These are framed by eight thematic reports dealing with topics 
such as data governance, food sovereignty, AI in the workplace, and 
so-called “killer robots”.

While pointing to the positive use of AI to enable rights in ways that 
were not easily possible before, this edition of GISWatch highlights the 
real threats that we need to pay attention to if we are going to build 
an AI-embedded future that enables human dignity. 
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